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 چکیده
ارائه روشی به  ،کنند ل میتقببیماری کبد  را در بخش ینیهای سنگ اعم از دولتی و خصوصی، هزینه ها یمارستانب یهکه کل ییجا از آن مقدمه:

ترین همسایه  نزدیک kسازی شیرمورچه و  مبنای الگوریتم بهینه مقاله، مدل ترکیبی برناپذیر است. در این  اجتنابضرورتی  بیماری کبد بینی یشمنظور پ
 گردد. میارائه  تشخیص بیماری کبدبه منظور 

افراد به دو دسته  بندی طبقه یبرا های یادگیری ماشین مدل ترکیبی مبتنی بر الگوریتم یک یلیتحل-یفیتوص مطالعه ینر اد ها: مواد و روش

ورد استفاده مداده  مجموعه است. سازی شده یهشب MATLABافزار  با استفاده از نرم پیشنهادی مدلاست.  کبد طراحی شده یماریسالم و مبتلا به ب
رکورد  583اده شامل شامل دمجموعه  ین. ااست یفرنیاکال یرویندانشگاه ا ینماش یادگیریموجود در مخزن داده  ILPDمقاله، مجموعه داده  یندر ا

 . است کبد یماریب یبرا ویژگی 10مستقل شامل 

شدند که شامل  یمسدسته از کل مجموعه داده تق 20به  یصورت تصادف به پردازش یشمجموعه پس از پ ینا یها ادهد های پژوهش: یافته

 یجاستفاده شد. نتا آزمایش یراب مانده یدرصد باق 10آموزش و  یها برا درصد داده 90و آزمون متفاوت بودند. در هر دسته داده از  ی آموزشها داده
ژگی و حساسیت درصد صحت مبنای معیارهای وی درصد و بر 23/95صحت برابر با  درصداساس  بر ها مبنای تمامی ویژگی بر حالت یندر بهتر هحاصل

 باشد. رصد مید 63/98ویژگی برابر با  5چنین درصد صحت مدل پیشنهادی با  باشد. هم درصد می 11/94درصد و  95/93ترتیب برابر ه ب

 ینحاصل از ا یجنتادید. درصد پیشنهاد گر 90بالای با دقت  کبدبیماری بندی  تشخیص و طبقه مدل پیشنهادی به منظور گیری: بحث و نتیجه

 واقع شود. یدو پزشکان مف یمراکز درمان یتواند برا یم مقاله
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 قدمهم
و  ینتر ، خطرناكترین یعشاجزء  کبد یماریب
 کشور ما یزان و نــدر جه ها اریــــبیم ترین ینهپرهز
را به جامعه  یاریبس یمال ی وجان های زیانو  باشد می

کبد  یماریبه علت ب یادیامروزه افراد ز .(1)سازد یوارد م
با  یماریب ین. ابرند سر می به در وضعیت ناخوشایندی

ها  انسان یرکه در مرگ و م یسهم و  یوعتوجه به ش
آن  یتاهم یلدل .برخوردار است ییبالا یتدارد از اهم

 ایبر روشیارائه  یاو  یماریدرمان ب یاست که برا ینا
باشد که اگر  یم یماریدرست ب یصبه تشخ یازآن ن

تواند  یداده نشود م یصدرست تشخ یلبه هر دل یماریب
 کبد یماریب یررشد چشمگ .(2)شود یمارمنجر به مرگ ب

که بر جامعه  ییبالا های هزینهو  آنو اثرات و عوارض 
به دنبال  یباعث شده که جامعه پزشک کند، یوارد م
 یشگیری، تشخیصپ یشتر،ب یجهت بررس ییها برنامه

 یستماگر ساین  بر بنا .زود هنگام و درمان موثر آن باشد
موجود باشد که بتواند با توجه به  ای برهـــیق و خدق

داشته  بیماری کبددرستی از  بینی یشپ یمارهای ب ویژگی
 .(2)خواهد کرد یمارانبه ب یتیباشد، کمک حائز اهم

علم  یک اصل مهم در ها یماریب یصتشخاهمیت 
 یبر رو گوناگون یشاتآزما مبنای برباشد که  یم یپزشک

در  ها ویژگیتعداد اگر . (3)یردگ یانجام م انیمارب
 یصممکن است تشخ باشند یادز یماریب یصتشخ

به  یزن یمتخصص خبره پزشک یک یبرا یحت یماریب
ل موجب شده یدل ین. هم(4)باشد پذیر ممکن یسخت

با  یوتریکامپ یصابزار تشخ یراست که در چند دهه اخ
میزان تا  یردمورد استفاده قرار گ انهدف کمک به پزشک

تر  به منظور تشخیص دقیق ها اهمیت هر یک از ویژگی
های  س ویژگیـــــ. سپ(5،6)ودـــمشخص ش بیماری

مجموعه شوند.  شناسایی و تشخیص داده می ،تاثیرگذار
 از اطلاعات درباره یادیحجم زحاوی  های پزشکی داده

. استخراج باشند میها  آن یپزشک یتو وضع یمارانب
 یصتشخ یبرا یعلم یها یساز یمو تصم یددانش مف

تواند  یها م مجموعه داده ینبه کمک ا یماریب یو بررس
استفاده از دانش موجود در . (7)واقع شود یدمف یاربس

 یموجب کاهش خطاها های پزشکی مجموعه داده
 د.شو یم یاضاف یدرمان یها ینهو هز یاحتمال

در  ی، ابتدا مطالعه اجمالمقاله ینانجام ابه منظور 

یماری ب تشخیصمحققان در حوزه  یرسا یقاتتحق ینهزم
جوانب از لحاظ راهکار به کار  یه. کلگیرد یانجام م کبد

مطلوب  یفیتو ک ه شدهئارا یها دقت روش یزانرفته و م
مورد بررسی قرار  کبد یماریــب یصـــتشخها در  آن
گیری  از درخت تصمیم (8)ناهمکارآبدار و  گیرد. می

C5.0 برای اند.  برای تشخیص بیماری کبد استفاده کرده
قانون مختلف استفاده شده  20تشخیص بیماری کبد از 

و مقدار  andنای عملگرهای ــمب ست. هر قانون بر
ارزیابی برروی مجموعه ها ارزیابی شده است.  ویژگی
نمونه انجام شده است. نتایج نشان  583با  ILPDداده 

بوده  75/93برابر با  C5.0داده که درصد صحت درخت 
 است.

مبنای  یک مدل ترکیبی بر (9)جلوداری و همکاران
برای  سازی اجتماع ذرات و ماشین بردار پشتیبان بهینه
اند. الگوریتم  ماری کبد پیشنهاد دادهــیص بیـــتشخ
 ها داده یلو تحل یهتجز یراذرات بسازی اجتماع  بهینه

 الگوریتم ینشود. ا یاستفاده م یژگیو یادیتعداد زبا 
شود.  استفاده می توابع، کاهش ابعاد یساز ینهبه یبرا

سازی اجتماع ذرات  الگوریتم بهینه در مدل ترکیبی از
خاب ویژگی و از ماشین بردار پشتیبان برای ـــبرای انت

روی  شوند. نتایج بر ها استفاده می بندی نمونه طبقه
نمونه نشان داده که درصد صحت مدل ترکیبی برابر  583

 درصد بوده است. 42/94با 
روی  در تحقیقی که بر (10)ناپورپناه و همکار

اند  اند به این نتیجه دست یافته انجام داده ی کبدبیمار
اده از الگوریتم یادگیری تقویتی مبتنی بر ـــکه استف

های چندگانه راهکار مناسبی برای تشخیص  عامل
های  ها در تحقیقشان از عامل باشد. آن بیماری کبد می

یادگیرنده که فضای جستجو را به صورت موازی کاوش 
نمونه از  583روی  اند. نتایج بر کنند استفاده کرده می

نشان داده که درصد صحت برابر  ILPDمجموعه داده 
 درصد بوده است. 82/80با 

برای تشخیص بیماری کبد از  (11)ونگ و همکاران
اند. آموزش و تست  شبکه عصبی مصنوعی استفاده کرده

. تعداد بوده استدرصد  20و  80ترتیب برابر با ه ها ب داده
های ورودی در شبکه عصبی مصنوعی برای  نرون

مبنای  نرون بوده و بر 10د برابر با تشخیص بیماری کب
ها بهینه شده و در هر  گیری، وزن نرون الگوریتم رای
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روی  مرحله مقدار خطا کاهش یافته است. ارزیابی بر
مجموعه داده کبد نشان داده که درصد صحت در بهترین 

 درصد بوده است. 48/74حالت برابر با 
مبنای  یک مدل ترکیبی بر (12)لیانگ و پنگ

الگوریتم ایمنی مصنوعی و ژنتیک برای تشخیص 
شان از  اند. در مدل ترکیبی بیماری کبد پیشنهاد داده

های جدید  الگوریتم ژنتیک به منظور کشف راه حل
 یهامبنای عملگر استفاده شده است. الگوریتم ژنتیک بر

بهبود دادن درصد صحت و کشف ادغام و جهش سعی در 
بندی  ث افزایش درصد طبقههایی دارد که باع ویژگی

ده که روی مجموعه داده کبد نشان دا شوند. نتایج بر می
 درصد بوده است. 1/98درصد صحت برابر با 

 ومبنای فازی  مدل ترکیبی بر (13)کومار و تانکور
k د ترین همسایه وزنی برای تشخیص بیماری کب نزدیک

زی برای از الگوریتم فا ها ل آناند. در مد پیشنهاد داده
ده ترین همسایه وزنی استفا نزدیک kبهبود الگوریتم 

 ترین همسایه وزنی به منظور نزدیک kو اوزان  شده
اند. هدف  نای فازی کشف شدهــمب شتر برـــدقت بی

های مشابه  های بهینه این است که الگوریتم نمونه وزن
یج نشان بد. نتابندی افزایش یا به هم را پیدا کند و طبقه

 .درصد بوده است 29/84داده که درصد صحت برابر با 
 یصتشخ یستمس یکحاضر، ارائه  مقاله یهدف اصل

 بر یمبتن ILPD (14) مجموعه داده یبرا کبد یماریب
 و (15)رمورچهــــازی شیــس بهینهیتم الگور ترکیب
  دلـاست. در م (16)ترین همسایه نزدیک k یبند طبقه

 یبرا سازی شیرمورچه بهینه یتمالگور از پیشنهادی

ترین  نزدیک k یتمو از الگور( 17،18)یژگیانتخاب و
. شود یها استفاده م نمونه یبند طبقه یبرا همسایه

 های یتماز الگور یکیسازی شیرمورچه  بهینه یتمالگور
و تکرار به  یهاول یتجمع مبنای براست که  یفرا ابتکار

 k یتمالگور چنین هم. یابد یدست م ینهراه حل به
 یداده کاو های یتماز الگور ترین همسایه یکی نزدیک

ها استفاده  نمونه یصو تشخ یبند طبقه یکه برا است
 مدل پیشنهادی،به کمک  مقالهدر این  .(19)شود یم

 شوند. می ییشناسا کبد یماریمهم ب های ویژگی

 ها روشمواد و 
. در این است یلیتحل-یفیاز نوع توصحاضر، مطالعه 

 تشخیصبه  های ورودی ویژگیمبنای  بر مطالعه
بودن  ناسالم سالم یااز نظر  ماران کبدـــیب یتعـــوض
 مطالعهین مورد استفاده در ا هدادمجموعه . پردازیم می

موجود  کبد،مبتلا به  یماراناز مجموعه داده مربوط به ب
 یروین،دانشگاه ا یادگیری ماشین دادهمجموعه در 
 583ها شامل  . مجموعه دادهشده است ینمات یفرنیاکال

ژگی)و یک ویژگی متعلق به ـــوی 10رکورد کبد با 
 یرا مکبد  وعه دادهــــــــــــباشند. مجم کلاس( می

از  قی کرد.ــــــــتل 583×10یس ماتر یک توان
پرونده درصد(،  72)ونهـــــنم 416مجموعه داده کبد، 

درصد(  28)مونهـــن 167 و ی)کلاس یک(کبد یمارانب
 در شکل باشد. یم )کلاس دو(المـــپرونده افراد س

وچارت مدل پیشنهادی نشان داده شده ـــفل 1شماره 
است.
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 فلوچارت مدل پیشنهادی .1شماره  شکل

 
 

 مرحله اول: پیش پردازش
سازی  پردازش، نرمال هم در پیشـــمرحله م یک

در ها  داده این است که یساز نرمالها است. هدف  داده
از  یاریر بسیک محدوده مساوی تعریف شوند. د

باعث بوجود  ها ویژگیمقادیر  بودن نایکسان ،کاربردها
سن  ویژگیمثال  یبراشوند.  کیفیتی جواب می آمدن بی

آن بر کارایی  یراست که مقاد یوتبازه متفا یدارا یمارب
تابع شود که  گذارد و باعث می ها تاثیر می دیگر ویژگی

مشکل  ینا ی رفعبرای داشته باشد. اثر نامطلوب ینههز
ها استفاده کرد.  داده یازـــس رمالــــتوان از ن یم

 یرخطی،غ یا یخط یلتبد یکها با  داده یساز نرمال
ست، [ ا1,0[ و ]-1,1 ]که معمولاً ای ها را به بازه داده

صورت خام  به ها اصولاً وارد کردن داده. کند ینگاشت م
 . برایشود یم بندی الگوریتم طبقهباعث کاهش سرعت 

. شوندها استاندارد  داده یطی بایدشرا یناز چن اجتناب
یه در مدل پیشنهادی طبق اول های داده استانداردسازی

 rx ،nx ،maxx(، 1در معادله) گرفته است.( انجام 1معادله)

استاندارد  یر واقعی،دهنده مقاد نشان یببه ترت minxو 
ی های تحت بررس شده، حداکثر و حداقل داده

 (.20،21)هستند

𝑥𝑛 =
(𝑥𝑟 − 𝑥𝑚𝑖𝑛)

(𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛)
 

(1) 
 مرحله دوم: انتخاب ویژگی

الگوریتم بر  یمبتن یژگیله دوم انتخاب وـــمرح
 تمیالگور .باشد یمباینری  رمورچهـــسازی شی بهینه

ل بین ــــکس العمــــاز ع ورچهـــرمیش یساز نهیبه
تفاده ـــاده اســافت دامهای در  ها و مورچه شیرمورچه

باینری شامل  سازی شیرمورچه بهینهالگوریتم کند.  می
 مراحل زیر است:

ابتدا  :(ها راه رفتن تصادفی مورچهمرحله اول)*
به عنوان حرکت در فضای جستجو در نظر  ها مورچه

 ها ، سپس شیرمورچه مجاز به شکار آنشوند گرفته می
به صورت تصادفی  ها که مورچه جایی شود. از آن می
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ها طبق  ، حرکت مورچهدنکن حرکت میدر محل 
 شود. تعریف می (2معادله)

𝑋(𝑡) = [0, 𝑐𝑢𝑚𝑠𝑢𝑚(2𝑟 × (𝑡1)
− 1) 𝑐𝑢𝑚𝑠𝑢𝑚(2𝑟 × (𝑡2)
− 1) …  𝑐𝑢𝑚𝑠𝑢𝑚(2𝑟 × (𝑡𝑛)
− 1)] 

(2) 
 یاز اعداد تصادف کدام هر یدتول یبرا( 2در معادله)

به نام  یو صفر باشند از تابع یتوانند مثبت، منف یکه م
cumsum شود. پارامتر  استفاده میn دهنده  نشان

 (tبیانگر مرحله راه رفتن تصادفی است t بیشترین تکرار،
 (3)طبق معادلهتابع تصادفی است که   t(r)،)امین تکرار 
 شود. تعریف می

r(t) = {
1             𝑖𝑓 𝑟𝑎𝑛𝑑 > 0.5
0              𝑖𝑓 𝑟𝑎𝑛𝑑 ≤ 0.5

 

(3) 
 بیانگر مرحله قدم زدن تصادفی و t( 3)معادلهدر 

rand  موقعیت باشد می[ -1,1] عدد تصادفی در بازه .
ذخیره و در  (4طبق معادله) ماتریسیک ها در  مورچه

 د.گیر سازی مورد استفاده قرار می طول بهینه

M𝐴𝑛𝑡 =

[
 
 
 
 
𝐴1,1

𝐴2,1

⋮
⋮

𝐴𝑛,1

𝐴1,2

𝐴2,2

⋮
⋮

𝐴𝑛,1

……
⋮
⋮
⋯

……
⋮
⋮
⋯

𝐴1,𝑑

𝐴2,𝑑

⋮
⋮

𝐴𝑛,𝑑]
 
 
 
 

 

(4) 
 ام-j متغیرمقدار  کننده مشخص 𝐴𝑖,𝑗 (4)معادلهدر 

تعداد  d ها و تعداد مورچه n پارامتر است. ام-i از مورچه
 متغیرها است. برای ارزیابی هر مورچه، یک تابع برازندگی

بعد  شود. تعریف میسازی  در طول بهینه (5طبق معادله)
 هدف هر مورچه، مقدار تابع یتاز مشخص شدن موقع

به صورت  یرمقاد ینگاه ا شود؛ آن یآن محاسبه م
 یرهذخ OAMیس اترـــشوند و در م یمرتب م یصعود

ها با قدم  سازی، مورچه در هر مرحله از بهینه .شوند یم
 کنند. روز میهزدن تصادفی موقعیت خود را ب

M𝑂𝐴 =

[
 
 
 
 
𝑓({𝐴1,1, 𝐴1,2,⋯ , 𝐴1,𝑑}) 

𝑓({𝐴2,1, 𝐴2,2,⋯ , 𝐴2,𝑑})

⋮
⋮

𝑓({𝐴𝑛,1, 𝐴𝑛,2,⋯ , 𝐴𝑛,𝑑})]
 
 
 
 

 

(5) 
و گرفتار  یرمورچهساختن تله توسط ش)مرحله دوم*

توجه به مطالب بیان شده قدم  با :(شدن مورچه در آن

 گیرد. های شیرمورچه قرار می زدن مورچه تحت تاثیر تله
هایی که در نقاط بهینه هستند از برازش بهتری  تله

برخوردار هستند و لذا شانس بیشتری برای رفتن طعمه 
 به این نقاط وجود دارد.

 یرمورچه(:لغزش طعمه به سمت ش*مرحله سوم)
ساختار  از ها، شیرمورچه شکار توانایی کردن مدل برای
 یساز نهیبه تمی. الگورشود می استفاده گردان چرخ

تعیین  برای گردان چرخ عملگر یک به نیاز رمورچهیش
طول  در ها آن برازندگی تابع هـــپای بر ها شیرمورچه

گردان معادل تله  چرخ یندپس فرآ .دارد سازی بهینه
صورت که،  ینجهت شکار مورچه است به ا یرمورچهش

امکان شکار  یرمورچهبه ش باشد تر هر چه تله بزرگ
 .دهد یم یشتریب یها مورچه

 مرحله (:تله یجذب طعمه و بازساز*مرحله چهارم)
 گودال رسیده پایین به طعمه که است زمانی شکار نهایی

 این مرحله از پس. گیرد می قرار شیرمورچه دهان در و
. خورد و می کشد می گودال داخل به را طعمه شیرمورچه

 شکار هنگامی که شود می فرض فرآیند این از استفاده در
. رفته باشد فرو ماسه داخل مورچه که گیرد می انجام
 به موقعیتی نسبت شیرمورچه موقعیت بایست می سپس

 شکار افزایش شانس برای است، کرده شکار را مورچه که
 .شود روزرسانی به جدید

نخبه گرایی یک  یی(:گرا نخبه*مرحله پنجم)
املی است که اجازه ـــهای تک ویژگی مهم از الگوریتم

دهد تا بهترین راه حل به دست آمده در هر مرحله از  می
سازی حفظ شود. در این مطالعه بهترین  فرآیند بهینه

شیرمورچه به دست آمده در هر تکرار ذخیره شده است 
جایی  شود. از آن عنوان یک نخبه در نظر گرفته می و به

های هستند باید قادر به  ترین پاسخ ها مناسب که نخبه
این فرض  بر ند. بناــها باش تاثیرگذاری بر همه مورچه

گردان به یک  شود هر مورچه با ساختار چرخ می
 شود. شیرمورچه نزدیک می

شروع  یهجواب اول یکبا  یابتکار فرا های یتمالگور
 یتجوـــس به جســـو سپ نمایند یه مئلبه حل مس

قادر  یگرکه د ییتا جا پردازند، یم تر مناسب یها جواب
 یتممرحله الگور ینبهتر نباشد، در ا یها جواب یافتنبه 

 بهینهحاصل شده به عنوان جواب  یجهو نت شدهمتوقف 
 . شود یم ذخیره
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مسئله از تعداد زیادی ویژگی که هر  این ا توجه بهب
در  یرگذارتاث های ویژگی تشکیل شده است لذا باید

در شوند. انتخاب  های بهینه جواب یدتول یه برائلمس
پارامتر  یکه ئلدر مس ویژگی، تعداد انتخاب ویژگی ینهزم

 بر های کسب شده جواببوده و  کننده تعیینمهم و 
بندی  رتبهموجود در شبکه  های ژگیــویاساس تعداد 

شامل  یبردار اولیه،جواب  یجادا یبرا رو یناز اشوند.  می
. تعداد شود می یدتول یکصفر و  ینمثبت ب یاعداد تصادف

موجود در  های ویژگیبردار برابر با تعداد  ینا عناصر
بردار با  عناصرو داخل  خواهد بود مجموعه داده بیماری

یک بردار  ی. به عنوان مثال براشود یپر م یاعداد تصادف
 شکل صورت به خانه n با ی، بردارهای مختلف با ویژگی

بردار با اعداد  ینا عناصرکه  کنیم یم یجادا 2شماره 
 .است پر شده یکتر از  کمثبت و کوچ یتصادف
مبنای تعداد شکار  ها موقعیت خود را بر ورچهـــشیرم

که تعداد به  مناطقیکنند. در  روزرسانی می ها به مورچه
ها  ها بالا باشد تابع هدف شیرمورچه دام افتادن مورچه

تمایل خواهد داشت و موقعیت  مناطقبه سمت آن 
های نقاط برازنده  ها برمبنای کشف همسایه شیرمورچه

 به عنوان موقعیت بعدی شود و موقعیتی محاسبه می
 عیت جاری دارد.شود که فاصله کمتری با موق انتخاب می

بردار  مقادیر مبنای مجموع مقدار موقعیت جدید بر
شود و برداری که مجموع مقادیر آن بیشتر  محاسبه می

 شود. باشد به عنوان بردار برازنده انتخاب می
 
 

8/0 9/0 1/0 2/0 7/0 3/0 2/0 6/0 
 یهاول راه حل یشمان .2شماره  شکل

 

با اعداد  عناصر بردار یناز ب ها ویژگیانتخاب  یبرا
 ویژگی نوانع به تر بزرگبا مقدار  عناصر ی،تصادف

انتخاب  یبرا یهجواب اول یجادمراحل اشوند.  میانتخاب 
 بنا .است شده نشان داده یببه ترت ویژگی 10با   ویژگی

 اینگاه  صفر شود، آن یژگیویک  مقداراگر  این بر

 ین مقدارچن رابطه معنادار ندارد. هم کبد بیماری با یژگیو
 بانشان دهنده وجود ارتباط معنادار ها  یژگیدر و یک

به  یک، مقادیر 3شماره  در شکل. است بیماری کبد
های انتخاب شده و مقادیر صفر به عنوان  عنوان ویژگی

 شوند. ر گرفته میظویژگی انتخاب نشده در ن
 

9/0 62/0 32/0 21/0 7/0 3/0 2/0 6/0 

1 1 0 0 1 0 0 1 
 انتخاب شده ویژگی یشمان .3شماره  شکل

 
  ( تعریف6ی برای انتخاب ویژگی معادله)تابع برازندگ

 |S| و ها یژگیتعداد کل و |n|(، 6شود. در معادله) می
 accuracyپارامتر است.  های انتخاب شده یژگیتعداد و

ثابت هستند و  و  درصد صحت و مقدار پارامترهای 
 باشد. می 1و  99ترتیب برابر با ه ها ب مقدار آن

𝐹𝑖𝑡𝑛𝑒𝑠𝑠 = 𝛿. 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 + 𝜌.
|𝑛| − |𝑆|

|𝑛|
 

(6) 
 بندی مرحله سوم: طبقه

است که  یادگیری روش مبتنی بر یک یبند طبقه
 یها قانونه از ــشناخت الگوهای ناشناخت برای در آن

IF-THEN  کاربرد  یلـــ. هدف اصشود یماستفاده

علائم  یافتندر  یکمک به علم پزشک یدـــبن طبقه
درمان به  ینبهتر یافتن یو تلاش برا ها ماریــــیب

از  یشگیریو پ یپرداخت های ینهش هزــــمنظور کاه
ی، الگوریتم بند قهــــطب یها از روش یکی مرگ است.

k که به صورت گسترده در ایه ـــــترین همس نزدیک
 یها داده یبند طبقه وصاًـــی و خصکــــحوزه پزش

در  .شود یاستفاده م ماریــــیص بیجهت تشخ یپزشک
 لهـــفاص( 7ادله)ـــــمعفاده از ـــبا است یتمالگور ینا

 های نمونهمه ـــو ه یددــــج نمونه ینب یــــیدساقل
 یریــیادگ های ونهــــنم وعهـــوجود در مجمـــم

 شود. یجام مــــاسبه انـــمح
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𝑑(𝑥1, 𝑥2) = √∑(𝑥1𝑖 − 𝑥2𝑖)
2

𝑛

𝑖=1

 ;   𝑥1

= (𝑥11, 𝑥12, … , 𝑥1𝑛) , 𝑥2

= (𝑥21, 𝑥22, … , 𝑥2𝑛)   

(7) 
ه ک یادگیری های نمونهتا از  k در این الگوریتم،

وان دارند، به عن یدجد نمونهفاصله را با  ینرـــکمت
 ینا ین. در بشوند یانتخاب م نمونهآن  یها یههمسا
ان باشد به عنو یتکه در اکثر یها برچسب کلاس یههمسا

 شود. یم ینیب یشپ یدجد نمونه ینا برچسب دسته
 مرحله چهارم: معیارهای ارزیابی

مطالعه در باشد.  مرحله چهارم، معیارهای ارزیابی می
 یارهایاز معبندی  طبقه دقت یابیجهت ارز حاضر،

، ساسیتــــیا ح بازخوانیدقت،  ویژگی، های شاخص
F-Measure صحت که  و صحت استفاده شده است

ی یار بازخوانکه مع حال آن. (22،23)یار اصلی استمع
(recall )و مع(یار دقتprecision و )F-Measure  به

های  را برای کلاس بندی کننده طبقه طور مجزا عملکرد
ر بالات بازخوانی یزانم چه هر دهند. مختلف نشان می

درست  یت شناساییاین است که قابل یانگرـــباشد ب
 است. یشترب ها کلاس
 

(8) 
𝐒𝐩𝐞𝐜𝐢𝐟𝐢𝐜𝐢𝐭𝐲 =

𝐓𝐍

𝐓𝐍 + 𝐅𝐏
∗ 𝟏𝟎𝟎 

(9) Precision =
TP

TP + FP
∗ 100 

(10

) 

Sensitivity or Recall

=
TP

TP + FN
∗ 100 

(11

) 

F − Measure

=
2 ∗ Precision ∗ Recall

Precision + Recall
 

(12

) 
Accuracy =

TP + TN

TP + TN + FP + FN
 

 ی پژوهشهایافته
، مجموعه مطالعه ینمجموعه داده مورد استفاده در ا

است که از شمال  ILPD (14)م به نا یداده استاندارد
شده است و در  یآور هندوستان جمع آندراپرادش شرق
یفرنیای اکسل در مخزن داده دانشگاه کال یلفا یکقالب 

 یک ILPDه مجموعه داد. است یدهثبت گرد ایروین
 که از باشد ینمونه م 583شامل  مجموعه داده نامتوازن

ی کبد یمارانپرونده ب( درصد 72)نمونه 416یان م این
 پرونده افراد سالم( درصد 28)نمونه 167 و )کلاس یک(
 ی،تحت بررسنمونه  583ین ا . ازباشد یم )کلاس دو(

مجموعه داده  ینا. نفر زن هستند 142 نفر مرد و 441
هدف  یلد. فباشد می هدف یلدف یکو  یژگیشامل ده و

برچسب کلاس است که مجموعه داده را به دو گروه  یک
 ینا های ویژگی کرده است. یمو سالم( تقس یمار)ب

است نشان داده شده  1شماره  مجموعه داده در جدول
 معرفی به صورت مختصر یزن یژگیکه در ادامه هر و

 .است یدهگرد

 
 (ILPD)های مجموعه داده کبد ویژگی .1شماره  جدول

 محدوده توضیحات نوع ویژگی نام ویژگی شماره ویژگی

1 Age 90تا  4 سن عددی 

2 Gender زن-مرد جنس اسمی 

3 TB (Total Bilirubin) 75تا  4/0 روبین کلیبیلی عددی 

4 DB (Direct Bilirubin) 7/19تا  1/0 روبین مستقیمبیلی عددی 

5 Alkphos Alkaline Phosphotase 2110تا  63 آلکالین فسفاتاز عددی 

6 SGPT Alamine Aminotransferase 2000تا  10 ین آمینوترانسفرازآلان عددی 

7 SGOT Aspartate Aminotransferase 4929تا  10 ینوترانسفراآم آسپارتات عددی 

8 TP (Total Protein) 6/9تا  7/2 ین کلیپروتئ عددی 

9 ALB (Albumin) 5/5تا  9/0 ینآلبوم عددی 

10 A/G Ratio (Albumin and Globulin Ratio) 8/2تا  3/0 گلوبولین به ینآلبوم نسبت عددی 

11 Selector field 2یا  1 (2(، سالم)1ناسالم) فیلد انتخاب کننده اسمی 

و مجموعه  یآموزش مجموعه تولید به منظور
 Fold Cross Validation-10 روشاز  یشیآزما

 ها به مجموعه داده روش ین. در اه استاستفاده شد
که  شود می یمتقس مساوی بخش 10به  یتصادفت صور
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بخش  نهو  یشآزما عنوانبخش به  یک، در هر تکرار
 در هر اجرا یعنی .به عنوان آموزش انتخاب شدند یگرد

 10و  یهای آموزش ه عنوان دادهبها  درصد داده 90
در انتخاب شدند.  یشبه عنوان آزما مانده یدرصد باق

 یجهبه عنوان نت یتمبار تکرار الگور 10 یانگینم انتها
باید در  پیشنهادیرای اجرای مدل ب .انتخاب شد یینها

ابتدا مقداردهی اولیه انجام گیرد. تعداد تکرار و جمعیت 
هستند.  50و  300بر با اولیه در مدل ترکیبی به ترتیب برا

مبنای  ، نتایج مدل ترکیبی بر2شماره  در جدول
تکرارهای مختلف نشان داده شده است. درصد صحت 

روی  تکرار بر بار 300و  100در مدل ترکیبی برای 
 19/90ترتیب برابر با ه های آموزشی ب مجموعه داده

چنین درصد صحت در  درصد است. هم 61/93درصد و 
روی  بار تکرار بر 300و  100برای  پیشنهادیمدل 

ب برابر با ـــــترتیه ب آزمایشیهای  مجموعه داده
 نتایج جدول درصد است. 19/95د و ـــدرص 82/91

ی وزشــــهای آم موعه دادهــــمبنای مج بر 2شماره 
تری داشته ـــــنتایج به ،کرارــــت 300در  و آزمایشی

ایی ثبت شده ــــــیجه نهـــــاست و به عنوان نت
 است. 

 
 

 

 مبنای تعداد تکرار بر پیشنهادینتایج مدل  .2شماره  جدول

-F بازخوانی یا حساسیت دقت ویژگی تعداد تکرار مجموعه داده

Measure 
 صحت

 
 مجموعه داده آموزشی 

100 22/89 36/89 48/89 41/89 19/90 

150 12/89 56/89 72/89 64/89 03/91 

200 33/90 11/90 68/90 39/90 82/91 

250 25/91 23/91 76/91 49/91 17/93 

300 19/92 72/91 35/92 03/92 61/93 

 
 آزمایشیمجموعه داده 

100 45/90 08/90 51/90 29/90 82/91 

150 09/91 15/91 34/91 24/91 15/92 

200 46/92 87/92 96/92 91/92 68/93 

250 95/93 38/93 06/94 72/93 07/94 

300 37/94 25/94 69/94 47/94 19/95 

 
 

بار  300با  پیشنهادی، نتایج مدل 3شماره  در جدول
های انتخاب شده نشان  مبنای تعداد ویژگی تکرار و بر

ه در ـــــچنین جمعیت اولی ت. همــداده شده اس
 می 50ر با ـــــبراب سازی شیرمورچه بهینهالگوریتم 

دهد که اگر تعداد نشان می 3شماره  دولــــباشد. ج

ند درصد صحت ـــهای منتخب کم باش ژگیــــوی
د ــــها در درص چنین، نوع ویژگی بیشتر است و هم

ت موثر هستند. برای مثال برای پنج ویژگی ـــصح
 63/98برابر با  در بهترین حالت تـــد صحــــدرص

 درصد است. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 [
 D

O
I:

 1
0.

29
25

2/
sj

im
u.

28
.5

.7
6 

] 
 [

 D
ow

nl
oa

de
d 

fr
om

 s
jim

u.
m

ed
ila

m
.a

c.
ir

 o
n 

20
26

-0
2-

12
 ]

 

                             8 / 14

http://dx.doi.org/10.29252/sjimu.28.5.76
https://sjimu.medilam.ac.ir/article-1-6271-en.html


 99دوره بیست و هشت، شماره پنجم، دی   مجله علمی دانشگاه علوم پزشکی ایلام                    

84 

 

 برمبنای انتخاب ویژگی پیشنهادینتایج مدل . 3شماره  جدول

تعداد 
 متغیر

درصد  ها ویژگی
 صحت

 ویژگی
 دقت

بازخوانی یا 
 حساسیت

F-Measure 

5 TB, Alkphos, SGPT, TP, ALB 21/98 56/97 61/97 93/97 99/97 

5 DB, SGPT, SGOT, TP, A/G 63/98 31/98 24/98 45/98 34/98 

5 Age, DB, Alkphos, TP, ALB 52/98 02/98 19/98 13/98 16/98 

5 TB, DB, Alkphos, SGPT, TP 38/98 29/98 41/98 56/98 48/98 

6 Gender, TB, DB, SGPT, TP, ALB 81/97 19/97 32/97 67/97 49/97 

6 Age, DB, Alkphos, SGOT, TP, A/G 28/97 89/96 54/97 15/97 34/97 

7 Gender, TB, DB, SGPT, SGOT, TP 05/97 46/96 19/96 79/96 49/96 

7 DB, Alkphos, SGPT, SGOT, TP, ALB, A/G 24/97 37/96 49/96 62/96 55/96 

8 Age, TB, DB, Alkphos, SGOT, TP, ALB, A/G 84/96 11/96 43/96 51/96 47/96 

8 Gender, TB, DB, SGPT, SGOT, TP, ALB, A/G 29/96 04/96 09/96 17/96 13/96 

8 Age, Gender, TB, Alkphos, SGPT, SGOT, ALB, A/G 57/96 22/96 16/96 32/96 24/96 

9 Gender, TB, DB, Alkphos, SGPT, SGOT, TP, ALB, A/G 11/96 63/95 43/96 74/96 58/96 

9 Age, Gender, TB, DB, Alkphos, SGPT, SGOT, ALB, A/G 94/95 25/95 28/95 49/95 38/95 

9 Age, Gender, TB, DB, SGPT, SGOT, TP, ALB, A/G 61/95 53/94 33/94 38/94 35.94 

10 Age, Gender, TB, DB, Alkphos, SGPT, SGOT, TP, ALB, 

A/G 

23/95 95/93 05/94 11/94 08/94 

 
 

کبد بیماری  درصد صحتنتیجه ، 3شماره  جدولدر 
 های مختلف نشان داده شده است. نتایج مبنای ویژگی بر

در حالت اول برای شش ویژگی حاکی از آن است که 
(Gender, TB, DB, SGPT, TP, ALB درصد )

درصد است و در حالت دوم برای  81/97صحت برابر با 
 ,Age, DB, Alkphos, SGOT, TPشش ویژگی)

A/G نتایج  درصد است. 28/97( درصد صحت برابر با
 ,Age, TB, DB, Alkphosبرای هشت ویژگی)

SGOT, TP, ALB, A/Gالت اول برابر با ـــ( در ح
است. در حالت دوم برای هشت ویژگی  درصد 84/96

(Gender, TB, DB, SGPT, SGOT, TP, ALB, 

A/G در حالت سوم برای  درصد است. 29/96( برابر با
 ,Age, Gender, TB, Alkphosهشت ویژگی)

SGPT, SGOT, ALB, A/G درصد  57/96( برابر با
ها  ژگیــــت آمده از ویــدسه از مقایسه نتایج ب است.

د ـــها کمتر باشن فهمید که اگر تعداد ویژگی توان می
ین نوع ـــچن گاه درصد صحت بیشتر است و هم آن

ها هم در افزایش و کاهش درصد صحت موثر  ویژگی
 هستند.

مقایسه و ارزیابی مدل پیشنهادی  4ماره ــش جدول
درصد صحت  دهد. شان میـــهای دیگر را ن با مدل

ها  ه ویژگیــــبا هم C5.0 (8)گیری  درخت تصمیم
د صحت مدل ــــدرصد بوده است. درص 75/93برابر با 

است. درصد  23/95ها برابر با  پیشنهادی با همه ویژگی
 ,ALB, A/gبا نه ویژگی) (9)صحت جنگل تصادفی

Alkphos, TP, TB, DB, SGOT, Age, SGPT ،)
و شبکه  (9)، شبکه بیزین(9)ین بردار پشتیبانـــماش

ترتیب برابر با ه ب (9)نوعی چندلایهـــــعصبی مص
وده ــــد بـــدرص 11/78و  09/66، 10/75، 26/86
سازی  هینهــب بــــت ترکیــــت. درصد صحـــاس

با  (9)یبانـــین بردار پشتـــاجتماع ذرات و ماش
  ,ALB, Alkphos, DB, TBژگی)ـــت ویـــهف

SGOT, Age, SGPTبوده  42/94ر با ـــرابـــــ( ب
 است.
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 های دیگر مقایسه مدل پیشنهادی با مدل .4شماره  جدول

 درصد صحت هاویژگی هامدل مراجع

 75/93 ها همه ویژگی C5.0گیری  درخت تصمیم (8)

(9) 

 ALB, A/g, Alkphos, TP, TB, DB, SGOT, Age, SGPT 26/86 جنگل تصادفی

 10/75 ها همه ویژگی پشتیبانماشین بردار 

 09/66 ها همه ویژگی شبکه بیزین

 11/78 ها همه ویژگی شبکه عصبی مصنوعی چندلایه

 ALB, Alkphos, DB, TB, SGOT, Age, SGPT 42/94 سازی اجتماع ذرات و ماشین بردار پشتیبان ترکیب بهینه

 82/80 ها همه ویژگی های چندگانه یادگیری تقویتی مبتنی بر عامل (10)

 48/74 ها همه ویژگی شبکه عصبی مصنوعی (11)

 1/98 ها همه ویژگی ترکیب الگوریتم ایمنی مصنوعی و ژنتیک (12)

 29/84 ها همه ویژگی ترین همسایه وزنی نزدیک kترکیب فازی و  (13)

 12/94 ها همه ویژگی C5.0شبکه عصبی مصنوعی مبتنی بر درخت  (24)

(25) 
 

 87/71 ها همه ویژگی بگینگ

 55/66 ها همه ویژگی آدابوست

 53/71 ها همه ویژگی گیری اکثریترای

 35/71 ها همه ویژگی  C-Meansالگوریتم  (26)

(27) 

 50/72 ها همه ویژگی رگرسیون لجستیک

 78/68 ها همه ویژگی J48گیری  درخت تصمیم

 53/71 ها همه ویژگی جنگل تصادفی

 23/95 ها همه ویژگی مدل پیشنهادی -

 
 یها بر عامل یمبتن یتیتقو درصد صحت یادگیری

 ، ترکیب(11)یمصنوع یعصب ، شبکه(10)چندگانه
و  یفاز ، ترکیب(12)یکو ژنت یمصنوع یمنیا یتمالگور

k ترتیب برابر با ه ب (13)یوزن یههمسا ترین یکنزد
درصد  29/84درصد،  1/98درصد،  48/74درصد،  82/80

 یمبتن یمصنوع یشبکه عصبدرصد صحت  بوده است.
ترتیب برابر با ه گیری اکثریت ب و رای C5.0بر درخت 

 درصد بوده است. 53/71درصد و  12/94
درصد صحت در مدل  4شماره  طبق جدول
 یمنیا یتمالگور یبیترکو در مدل  23/95پیشنهادی برابر 

 یبترکبوده است.  1/98( برابر با 12یک)و ژنت یمصنوع
 بوده استقادر  یکو ژنت یمصنوع یمنیا یتمالگور

که  پردازش های اضافی یا پیش از قبیل داده یابهامات
کبد  یعملکردهای  آزمایش یلو تحل یهتجزدر اغلب 

 آن به یادگیریروش ذف کرده است. ـــحرا  دنباش می
راه  ین، بهترکــیژنت یتمالگور که ای بوده است گونه
و سپس الگوریتم ایمنی  کرده استها را کشف  حل

سازی و تشخیص را انجام داده  مصنوعی عملیات بهینه
 است.

 مقایسه مدل پیشنهادی با که است ذکر قابل
و  J48گیری  (، درخت تصمیم27لجستیک) رگرسیون

 لجستیک، رگرسیون .ه استشد جنگل تصادفی انجام
 برای تواند می که است یافته بهبود خطی های مدل وجز

 وابسته متغیر یک با (X)مستقل متغیر چندین رابطهبیان 
طبق نتایج  د.گیر قرار استفاده مورد (Y)حالتی چند یا دو
دست آمده، درصد صحت در مدل رگرسیون لجستیک ه ب

بوده است. مدل پیشنهادی در مقایسه با درصد  50/72
رگرسیون لجستیک درصد صحت بیشتری دارد و در 

چنین درصد  هم درصد اختلاف دقت دارد. 73/22حدود 
ه و جنگل تصادفی ب J48گیری  صحت درخت تصمیم

 درصد بوده است. 53/71درصد و  78/68ترتیب برابر با 
مقایسه مدل پیشنهادی با  5در جدول شماره 

در  k)تعداد  kمبنای تعداد  های دیگر بر الگوریتم
نشان و تعداد ویژگی ترین همسایه(  نزدیک kالگوریتم 

گاه درصد  کمتر باشد آن kداده شده است. اگر تعداد 
که کشف  تر خواهد بود. به دلیل اینـــصحت بیش

باشند  در اولویت می با تشابه بیشتر های نزدیک همسایه
مشابه که های  بندی با کشف ویژگی و لذا دقت طبقه

بالاتر خواهد بود. طبق نتایج  دارای فاصله کمتری هستند
توان ادعا کرد که مدل پیشنهادی در  دست آمده میه ب

های دیگر، درصد صحت بیشتری  مقایسه با الگوریتم
 سازی گرگ خاکستری چنین الگوریتم بهینه دارد. هم
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 سازی اجتماع ذرات بهینهالگوریتم ر مقایسه با د (28)
و الگوریتم  (30)، الگوریتم کلونی زنبور مصنوعی(29)

حت بیشتری ــــاز درصد ص (31)سازی نهنگ بهینه
گاه درصد  باشد آن 3برابر با  kاگر تعداد  مند است. بهره

باشد و  درصد می 23/95صحت مدل پیشنهادی برابر با 

گاه درصد صحت مدل  باشد آن 5برابر با  kاگر تعداد 
 kاگر تعداد  باشد. درصد می 63/94پیشنهادی برابر با 

گاه درصد صحت در مدل پیشنهادی  باشد آن 4برابر با 
ترتیب برابر ه سازی گرگ خاکستری ب و الگوریتم بهینه

باشد. درصد می 91/94درصد و  11/95با 
 

  kمبنای تعداد  های دیگر بر الگوریتم. مقایسه مدل پیشنهادی با 5جدول شماره 

 ها الگوریتم kتعداد 
 تعداد ویژگی/درصد صحت

5 7 8 10 

3 

 78/94 14/95 75/96 92/97 سازی اجتماع ذرات الگوریتم بهینه

 32/94 93/95 35/96 86/97 الگوریتم کلونی زنبور مصنوعی

 05/95 29/96 82/96 25/98 خاکستری سازی گرگ الگوریتم بهینه

 96/94 02/96 17/96 94/97 سازی نهنگ الگوریتم بهینه

 23/95 84/96 24/97 63/98 مدل پیشنهادی

4 

 62/93 14/95 52/95 12/97 سازی اجتماع ذرات الگوریتم بهینه

 59/93 93/95 16/95 25/97 الگوریتم کلونی زنبور مصنوعی

 91/94 29/96 74/96 71/97 سازی گرگ خاکستری الگوریتم بهینه

 52/94 02/96 29/96 56/97 سازی نهنگ الگوریتم بهینه

 11/95 15/96 02/97 34/98 مدل پیشنهادی

5 

 76/92 91/93 55/94 82/96 سازی اجتماع ذرات الگوریتم بهینه

 68/92 38/93 12/94 57/96 الگوریتم کلونی زنبور مصنوعی

 48/93 82/94 21/95 15/97 سازی گرگ خاکستری الگوریتم بهینه

 32/93 22/94 61/94 94/96 سازی نهنگ الگوریتم بهینه

 63/94 79/95 85/96 09/98 مدل پیشنهادی

 

 
 

 و نتیجه گیری ثبح

سه مدل در آن است که  از یحاک ها هــــمقایس
 شبکه عصبی مصنوعی ،بردار پشتیبانماشین بندی  طبقه

ماشین بردار دقت مربوط به  یشترین، بشبکه بیزینو 
ت ــــدرخ مدلدر  خیصـــتشدقت  بود. پشتیبان

مند بود.  بهره مناسبی از کارایی یزن C5.0گیری  یمتصم
 ,TB, DB, Alkphos, SGPTهایی از قبیل  ویژگی

TP  ری کبدتشخیص بیمابر  اثرگذار های ویژگیجزو 
راهنمای  تواند می های هوشمند . الگوریتمشناخته شدند
 یجد و دقت نتانباش تشخیص بیماری کبدپزشکان در 

 .است یکنزد واقعیتبه  کاملاً یزن ها آنحاصل از 
مسئله تشخیص  در موردمطالعات قابل توجهی 

 انجام شده ILPDمجموعه داده روی  بربیماری کبد 
 را در ارزشی با دیدتحقیقاتی،  کارهایاست؛ این  گرفته

در  اند. خصوص ماهیت این مسئله به ارمغان آورده
که یک پژوهش گسترده در  (8)و همکاران آبدار مطالعه
های  ویژگیباشد،  می بیماری کبد تشخیص زمینه

و برای  اند شده ارزیابی صورت جداگانهبه بیماری کبد 
گیری از قبیل  درختان مختلف تصمیمکار از  انجام این

C5.0  وCHAID روش  ها از دو ند. آنا هاستفاده کرد
 ند وا هبرای این منظور بهره بردآنتروپی و نرخ اطلاعات 

درصدی برای  75/93درصد صحت در نهایت به 
 .ندا هدست پیدا کرد تشخیص بیماری کبد

گیری از الگوریتم  با بهره (9)جلوداری و همکاران
ترین م اند که مه ذرات توانستهسازی اجتماع  بهینه

بندی توسط  ها را انتخاب کنند و عملیات طبقه ویژگی
های  مبنای نمونه الگوریتم ماشین بردار پشتیبان بر

ذیر شده است.  پمشابه و آسان برای جداکننده ممکن
های محلی  سازی اجتماع ذرات از روش الگوریتم بهینه

مهم استفاده کرده  و سراسری برای کشف نقاط بهینه و
نتایج اند.  ها حرکت کرده و ذرات درجهت بهترین ویژگی

سازی اجتماع ذرات با ماشین بردار پشتیبان  ترکیب بهینه
 ه است.   درصد گزارش شد 42/94برابر با 
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مدل ، بیماری کبدمنظور تشخیص  به مقالهدر این 
 kو  سازی شیرمورچه الگوریتم بهینه بر مبنای ترکیبی
ر دکه  ارائه گردید. به دلیل این ترین همسایه نزدیک
الگوریتم توسط  مهمهای  یـــپیشنهادی، ویژگمدل 
بندی  ، دقت طبقهشدند سازی شیرمورچه انتخاب بهینه

یژگی وچنین اندازه بردار  هم و تشخیص بسیار بالا بود؛
ر ی از درصد صحت بالاتری برخورداکاهش در حالتنیز 
سازی و  نجر به کاهش فضای ذخیرهم این کهبود 

 گردد. می افزایش دقت
از یژگی و انتخاب به منظورکه  شود یپیشنهاد م

الگوریتم گرگ  همانند یژگیانتخاب و یگرد یها روش
خاکستری، الگوریتم جستجوی هارمونی و الگوریتم 

 توان یچنین م شود. هم سازی امواج آب استفاده بهینه
تحلیل نظیر روش  ویژگیاستخراج  یگرد یها از روش
مختلف  یها در ترکیب با روش خطی کننده تفکیک
را ها  روش یناستفاده کرد و اثر اعمال ا یژگیو انتخاب

با  بیماران کبداستخراج شده از  یها داده رویبر 
بعد از  .نمود مقایسه یکاو مختلف داده های یتمالگور

توان از  ها می نمونه بندی برای طبقهها  انتخاب ویژگی
 .کردروش رگرسیون لجستیک استفاده 

 صارــــکه به اختیرمورچه ش یساز ینهبه یتمالگور
 ALO ها در  یرمورچهاساس رفتار ش شود، بر یم یدهنام

توسط میرجلیلی  2015بار در سال  یناول یبرا یعت،طب
تابع پیچیده  19روی  بر یتمالگور اینشده است.  پیشنهاد

های مختلف  ریاضی آزمایش شده است و با الگوریتم
 سازی بهینه یتمالگور یسیکدنومقایسه شده است. 

در  یساز ینهبه یــــریاض عـــــتواببرای  یرمورچهش
 کـــــنـــــب در لیلــــزار متـــــاف رمــــــن
(https://www.mathworks.com/matlabcentral

/fileexchange/49920-ant-lion-optimizer-alo) 
سازی  بهینه وریتمـــــــامل الگـــــــو مقاله ک
 DOIماره ـــــــــــــــبا ش کـــدر لین شیرمورچه

(doi.org/10.1016/j.advengsoft.2015.01.010 )
برای مطالعه بیشتر توانند  پژوهشگران می موجود است.

های ذکر شده مراجعه  در مورد این الگوریتم به لینک
های مختلف استفاده  کنند و از این الگوریتم در تحقیق

نمایند.
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Abstract 

Introduction: Given that a huge amount of 

cost is imposed on public and private 

hospitals from the department of liver 

diseases, it is necessary to provide a method 

to predict liver diseases. This study aimed to 

propose a hybrid model based on the Ant 

Lion Optimization algorithm and K-Nearest 

Neighbors algorithm to diagnose liver 

diseases. 

 

Materials & Methods: This descriptive-

analytic study proposed a hybrid model 

based on machine learning algorithms to 

classify individuals into two categories, 

including healthy and unhealthy (those with 

liver diseases). The proposed model has 

been simulated using MATLAB software. 

The datasets used in this study were obtained 

from the Indian Liver Patient Dataset 

available in the Machine Learning 

Repository at the University of Irvine, 

California. This dataset contains 583 

independent records, including 10 features 

for liver diseases. 

 

Findings: After pre-processing, the dataset 

was randomly divided into 20 categories of 

the entire dataset, which included different 

training and test data. In each category of the 

dataset, 90% and 10% of the data were used 

for training and test, respectively. Regarding 

all features, the results obtained the most 

accurate mode at 95.23%. Moreover, 

according to the criteria of specificity and 

sensitivity accuracy, the corresponding 

values were 93.95% and 94.11%, 

respectively. Furthermore, the accuracy of 

the proposed model along with five features 

was estimated at 98.63%. 

 

Discussions & Conclusions: This model was 

proposed to diagnose and classify liver 

diseases along with an accuracy rate of 

higher than 90%. Healthcare centers and 

physicians can utilize the results of this 

study.  

 

Keywords: Ant lion optimization (ALO) 

algorithm, Classification, Diagnosis of liver 

disease, K-nearest neighbors (KNN) 

algorithm  
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